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clasp1 combines the high-level modeling capacities of An-
swer Set Programming (ASP; [1]) with state-of-the-art tech-
niques from the area of Boolean constraint solving. It is
originally designed and optimized for conflict-driven ASP
solving [2], [3], [4]. Most of its innovative algorithms and data
structures, like e.g. ASP-oriented pre-processing [5] or native
support of aggregates [6], are thus outside the scope of SAT
solving. However, given the proximity of ASP to SAT, clasp
can also deal with formulas in CNF via an additional DIMACS
frontend. As such, it can be viewed as a chaff-type Boolean
constraint solver [7] featuring a number of techniques found
in SAT solvers based on Conflict-Driven Clause Learning.
For example, clasp supports pre-processing [8], [9], phase
caching [10], on-the-fly subsumption [11], and aggressive
deletion [12].

Starting with version 2.0, clasp also supports parallel (multi-
threaded) solving either by search space splitting and/or com-
peting strategies. While the former involves dynamic load
balancing in view of highly irregular search spaces, both
modes aim at running searches as independently as possible
in order to take advantage of enhanced sequential algorithms.
Furthermore, clasp supports the exchange and physical sharing
of (recorded) nogoods. While unary, binary, and ternary no-
goods are always shared among all threads, sharing of longer
ones is mainly controlled by their respective number of distinct
decision levels associated with the contained literals, called the
Literal Block Distance [12].

clasp is implemented in C++ using Intel’s Threading Build-
ing Blocks library for platform-independent threads, atomics,
and concurrent containers. All major routines of clasp are
lock-free and optimized representations of constraints based
on a clear distinction between read-only, shared, and thread-
local data further promote the scalability of parallel search.
clasp currently supports up to 64 freely configurable (non-
hierarchic) threads.

The following configurations of clasp participated in the
respective tracks of SAT Challenge 2012:

1http://potassco.sourceforge.net/#clasp

• Application:
--sat-p=20,25,240,-1,1
--heuristic=Vsids
--dynamic-restarts=100,0.7
--dfrac=0.5 --del=3.0,1.1,20.0
--dgrowS=100,1.5 --dinit=500,20000
--dsched=+,10000,2000 --dglue=2
--update-lbd --save-p=75
--recursive-str --otfs=2
--reverse-arcs=2 --cir=3
--cir-bump=1023

• Combinatorial:
--sat-p=10,25,240,-1,1
--heuristic=Vsids --restarts=128,1.5
--del=10.0,1.1,20.0 --dinit=1000,10000
--dsched=+,10000,1000 --dglue=2
--otfs=2 --reverse-arcs=1 --cir=3

• Parallel:
--sat-p=20,25,240,-1,1
--threads=8 --port=sat12-port.txt
--distribute=all,4 --integrate=gp,512

The main difference between the application and the combina-
torial configuration lies in the selected restart strategy. While
the application configuration uses an aggressive dynamic strat-
egy, the combinatorial uses a geometric policy restarting every
128×1.5i conflicts. The meaning of the individual parameters
is as follows:

• sat-p: Enables SatELite-like preprocessing with (op-
tional) blocked clause elimination. The first three param-
eters control number of iterations, maximal occurrence
cost, timeout in seconds, respectively. The last parameter
controls blocked clause elimination.

• heuristic: Both configurations use a MiniSAT-like
version of the VSIDS heuristic.

• dynamic-restarts: Enables a dynamic restart strat-
egy similar to the one of glucose [13]. It maintains the
running average of LBDs R over the last x conflicts and
restarts if R > y× global average. In contrast to other
strategies, our version does not use a fixed threshold.
Instead, it monitors the current restart-frequency and
adapts the threshold dynamically in order to avoid either
very slow or overly aggressive restarts.

• dfrac: Sets the fraction of clauses removed on clause



deletion. The default is 0.75.
• del=F,G,Z, dinit, dgrowS: Configure the pri-

mary deletion schedule based on number of lerant
clauses. Given P , the number of problem clauses, the
initial limit X is set to 1

F × P clamped to the interval
given by dinit. Whenever the grow schedule fires, X is
multiplied by G but growth stops once X exceeds Z×P .
If dgrowS is not given, the selected restart strategy is
used.

• dsched: Configures the secondary deletion schedule
based on number of conflicts. The current threshold of
this schedule is reset, whenever the primary schedule
fires. Both configurations use an arithmetic policy firing
every X + Y × i conflicts.

• dglue: Enables glucose-like glue clauses. Clauses with
an lbd ≤ X are not deleted.

• update-lbd: Enables updates of LBD values of learnt
clauses. In contrast to other solvers, clasp updates LBD
values only for clauses participating in the resolution of
new conflict clauses.

• save-p=X: Enables Rsat-like phase caching on back-
jumps of length ≥ X . By default, phase caching is
disabled.

• recursive-str: Enables MiniSAT-like expensive
conflict clause minimization.

• otfs: Enables on-the-fly subsumption.
• reverse-arcs: Enables ManySAT-like inverse-arc

learning [14].
• cir=X, cir-bump=Y: Enables counter implication

restarts (see Pragmatics of SAT 2011) every Xth restart.
The heuristic value Y is used to compute the amount
added to the activity of variables.

Finally, the parallel configuration uses a portfolio of eight
threads including the aforementioned application configura-
tion. Individual threads distribute learnt conflict clauses with
an lbd ≤ 4. Furthermore, the 512 most recently received
clauses are excluded from clause deletion.

II. claspfolio (1.1.0)
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Inspired by satzilla [15], we address the high sensitivity of
ASP and SAT solving to search configuration by exploring
a portfolio-based approach, named claspfolio2 [16]. To this
end, we concentrate on the solver clasp and map a collection
of numeric instance features onto an element of a portfolio
of distinct clasp configurations (based on a Support Vector
Regression [17]), in contrast to satzilla, which maps to a
portfolio of different solvers.

In detail, claspfolio is based on 60 static and 28 dynamic
features for SAT problems. The features are mainly inspired
by satzilla [15] which are based on the results of Nudelman
et al. [18]. The static features include the number of variables,

2http://potassco.sourceforge.net/#claspfolio

number of clauses, the variable per clause ratio, balance
between positive and negative occurrences of variables, the
fraction of horn clauses and statistics about a random sampled
part of the variable graph, clause graph and variable-clause
graph. The dynamic features are recorded after each restart of a
pre-solving phase with at most three restarts. After each restart,
these dynamic features include the number of deleted clauses,
free variables, choices, conflicts, restarts and backjumps are
recorded. The features will be normalized with a z-score and
used to evaluate the Support Vector Regression models of each
configuration in the portfolio. Hence, claspfolio selects the
configuration with the best predicted performance to solve the
given instance.

The portfolio of claspfolio consists of complementary clasp
configurations which have been found by manual tuning and
using the automatic algorithm configuration tool paramils [19].
paramils tuned clasp on instances of the 2008 SAT Race,
2010 SAT Race and 2011 SAT Competition; both on the entire
instance set and on individual subclasses. In the end, claspfolio
used 30 configurations of clasp (2.0.6).

claspfolio is a branch of clasp and therefore, the algorithm
selection is directly integrated in clasp. Hence, claspfolio is
also implemented in C++.

III. aspeed (1.0.0)
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Inspired by the simple, yet successful portfolio-based SAT-
solver ppfolio [20] (in the 2011 SAT Competition), our ap-
proach, dubbed aspeed3 [21], computes timeout-minimal time
slices for a portfolio of solvers or solver configurations and
sequences these to minimize average runtime. aspeed performs
these calculations by means of a declarative specification in
ASP; its execution relies on ASP tools from the Potassco col-
lection [22], allowing for a flexible and compact encoding of
the problem constraints. In addition, aspeed is able to compute
parallel schedules for execution on multi-core architectures.
In contrast to powerful portfolio-based approaches, such as
satzilla [15] and 3S [23], aspeed does not rely on instance
features and is therefore more easily applicable to problems
for which features are not (yet) available.

In the 2012 SAT Challenge, aspeed uses a portfolio of clasp
configurations (2.0.6). The portfolio and the corresponding
runtime data are the same as used for training claspfolio (see
above). Since the portfolio consists of clasp configurations and
clasp is used to compute the schedules, aspeed can be seen
as a self-optimizing solver.

aspeedc uses the same portfolio as claspfolio. Further-
more, aspeedm includes the medal-winning solvers of the
2011 SAT Competition, i.e. glueminisat [24], lingeling [25],
march rw [26], qutersat [27], sattime and sparrow [28], in
addition to the claspfolio portfolio.

3http://potassco.sourceforge.net/labs.html#aspeed



The aspeed framework is implemented in Python-2.7 and
uses the ASP Potassco collection to compute the optimal
schedules.
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